It seems very unlikely to me that the TPS will use any new technology, including A.I., in a way that isn’t racist and doesn’t cause harm to the public. This belief is backed up by a number of Black organizers, including researcher Mariame Kabe, who recommend that police not be given any new technology to use, seeing as how this technology is consistently used to surveil and harass racialized and poor communities. On the website you say that you want to create “positive community safety outcomes” however, every time the police are given a new tool, they find a way to use it against the most marginalized people in our communities. No matter how hard you try to “minimize the risk of adverse unintended consequences”, abuse of power will continue to happen and will be bolstered with this new A.I. tech. The TPS is already a discriminatory body and therefore, no matter how hard you try to avoid “unintentional negative outcomes”, this A.I. will end up being used for discriminatory purposes. Because of this, I do not support giving the TPS access to any A.I. technologies, and instead think that the focus should be on paring back police duties and diverting portions of their budget to other community safety initiatives, such as affordable housing and free mental health care, which will do more to create “positive community safety outcomes” than A.I. ever could.  
